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Abstract—Farmers as price takers face two
uncertainties include price risk and efficient cost
input. Both farmers and traders alike want to
maximize profits with the production cost and
minimum risk. This situation underlying the
conceptual study of random effects on
agricultural prices became attractive.

Research finds out in farm gate price, the
random effects of agricultural commodity prices
determine the distribution of sales prices and
input prices in the market structure with imperfect
competition. This paper is structured as follows
the price spread between farm and retail levels
which is constituted by mark up or mark down
pricing behaviour, namely as threshold behaviour
with time lag t-1 and t-2 in red chilli comodity
price, as a empiric case of study in West Java
Province, Indonesia.

Price incentive which comes up from price
spread generates the new technology set farmers
can adopt the new least cost technology. The
price spread occurs in asymmetric way as
threshold behaviour of random effects between
farm gate price and retail price, established the
incentive for farmers to seek new least cost
technology.

Keywords—price spread, random effect, least
cost technology, red chilli.

l. INTRODUCTION

The nature of perishable agricultural commodities
led to uncertainty how much crop to be sold based on
what price agreed harvest farmers with traders on the
exchange at every point of the chain of agricultural
commodity marketing. Most agricultural products have
inelastic demand. This makes the prices of agricultural
products have a considerable price variation as a
signal indicative of agricultural commodity prices at the
retail level.

At the time of harvest is successful, then the
production increased, but the price tends to fall very
sharply. While at the time of harvest less successful,
the production decline and prices tend to skyrocket.
What are the consequences of the acceptance of the
farmers? If the commodity being sold have an elastic
demand, the acceptance of the farmers will change in
line with changes in the number offered. If the demand

for commodities sold have inelastic demand,
acceptance farmers will turn in the opposite direction
to the change in quantity supplied.

Because most agricultural products have inelastic
demand, then the acceptance of farmers tend to turn in
the opposite direction with the change of the harvest.
When the harvest is plentiful, then the acceptance of
farmers inclines to drop, because the interests of
farmers and consumers interests contrary to rear, i.e.
in any crop failures caused food prices soaring and
increased farmer acceptance but lead consumers to
complain. However, especially for horticulture crop
failures caused crop prices soaring and consumers
complain, however, farmers do not enjoy horticultural
crop price increases in certain commodities.
Horticultural crop price increase enjoyed by
wholesalers and retailers.

The influence of excessive / lower demand at the
retail level indicated on the wide price gap between the
price received by farmers at retail price. Consumers
receive information of high price / low prices derived
from the merchants. Effect of low prices at the
consumer level are transmitted to farmers so that
Farmers decided to reduce the supply of crops. While
the influence of high prices at the consumer level is not
rapidly transmitted to farmers to improve vyields
response. As a result, farmers experiencing
uncertainty crop prices and the customer receives the
selling price is uncertain.

In developing countries, such as Indonesia, the
interests of subsistence farmers who have limited land,
the Government provides policy support and incentives
to protect farmers to continue producing while buying
crops as consumers. The existence of a random effect
on agricultural prices that causes price asymmetry, so
for the benefit of policy makers need to study the
response of farmers to the random effects of price
behavior. which influences agricultural production and
marketing decisions.

The price received by farmers is transmitted as a
price signal at the retail level, and conversely, the price
of horticultural commodity sales at the retail level is
transmitted as a purchase price signal at the farm
level. The retail price level was formed based on the
pattern scale retail price in two planting seasons, while
in mark-up, the pattern of magnitude price level
farmers in two planting seasons determine the amount
of the price at the retall level.
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Therefore, the market forces that influence the
formation of prices through mark-up pricing is based
on the costs of farming that occurs in red chilli as
selected horticulturalcommodities.

1. THEORITICAL FRAMEWORK AND MODEL
A. Theoritical Framework

The phenomenon of agricultural commodity prices
in the short term as indicated by the behavior of the
spread of price, a reference resource allocation
decisions or factors of production, namely land, labor
and fertilizer and pesticides, as well as decisions about
the intensification of production per growing season. In
practice, random effects of price determine technical
change in agriculture in different paths. A rise in the
price of one factor relative to others will induce
technical change that reduces the use of certain factor
relative to others. Agricultural commodity markets face
different levels and differences over time generally
creates a gap in commodity prices and market
equilibrium price.

The demand for vegetable commaodities is generally
very sensitive to changes in product freshness.
Meanwhile commodities generally relatively quickly
rotten vegetables that farmers and traders are not able
to hold sales for too long in order to regulate the
volume of supply in accordance with the needs of the
market, because it can have an impact on the selling
price decline caused by a decrease in product
freshness.

The consequence is that the supply volume
settings that are tailored to the needs of consumers is
not easy to do because after harvest, farmers tend to
sell crops soon so that the vegetables are marketed
still in a fresh state [1]. In general, fruit quality grade A
and B are marketed through modern market, while the
grade below him and the rest of the sort marketed
through traditional markets, making it affordable by all
consumers from different economic groups [2]).

This type of product is also a variety of vegetables
sold its quality, even some non-conventional products,
such as organic food products, pesticide-free,
minimum pesticide, and more. The use of pesticides is
generally quite high in the central areas of horticulture.
By watching the market segment of a typical,
nonconventional agriculture (organic / free pesticide /
pesticide minimum) can be applied to farm products of
high economic value crops [3].

The movement of horticultural commodity price
transmission in the short term tends to experience
instability due to the perishable nature and the inelastic
nature of agricultural commodity demand and supply.
In a perfectly competitive market, symmetrical or
asymmetrical price transmission at the retail level
determines prices at the farm level, because farmers
accept prices set by retaill or wholesale traders.
Farmer-level prices are a key input price factor or
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Figure 1. Price at Farm Gate and Price at Retail of
Red Chilli

Note: PF_Cabai = Red Chilli Price at Farm Level ;
PR_Cabai = Red Chilli Price at Retail Level; Bulan =
Monthly Data ; Harga = Price at Rupiahs/Kilograms.
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Figure 3 Speed of Adjustment Price and Magnitude
Asymmetric price

The demand for vegetable commaodities is generally
very sensitive to changes in product freshness.
Meanwhile commodities generally relatively quickly
rotten vegetables that farmers and traders are not able
to hold sales for too long in order to regulate the
volume of supply in accordance with the needs of the
market, because it can have an impact on the selling

prevailing market price at the retail level and / or price decline caused by a decrease in product
wholesale level. freshness.
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Price movements as a commodity system involve
several types of economic balance relationships
between the two market levels [4].

Horticultural commodity markets in the situation of
asymmetrical price transmission in this study
conducted a price asymmetry test where changes in
commodity prices at the farm level and at the retail
level are not homogeneous.

This nonlinear price behavior is called the threshold
behavior or threshold model, which requires an
estimation of the process of adjusting price balances in
the long run.

B. Model

The price transmission calculated on the elasticity
figure is the selling price of the balance at the farm
level. The random effect estimation model, which has
been tested by cointegration between two market
levels, is used as a reference for margin formation at
the trader level.

Formation of prices in the long-term equilibrium
suggest the retail level price is formed based on the
pattern of retail price quantities in the two growing
seasons, while on a margin, the pattern of magnitude
at farm prices level in the two planting seasons
determines the amount of prices at the retail level.

Monthly data from January 2013 to December 2013
for farm price and retail price were collected from
certain 15 red chilli farmers in West Java Province
(2013). Farm retail price spread can be further seen as
an aggregate of marketing costs and profits. Ferris
(1998) suggests that the price spread is equal to the
equilibrium of demand and supply of marketing
services and material per unit of product, where
marginal value of marketing costs per unit of product is
equal to marginal cost.

To simplify the equilibrium procedure, the
conceptual model of mark up pricing function can be
expressed as:

Spread(Retail)= f(Bo, By, Big-2) Baw) Bar2) Bag-1)
Ba-2))-

The cause of price asymmetry in addition to
structural breaks is also due to market power,
therefore, it is important to study horticultural
commodity market power through price transmission
elasticities or price changes. Tomek and Robinson
1991 stated that, "the price elasticity of supply is
defined in an analogous manner to the price elasticity
of demand . because an increase in quantity supplied
is normally associated with rise in price . as is the case
with demand functions, the elasticity coefficient
typically varies in magnitude along with the supply
function. "The elasticity of price transmission referred
to in this study is the change in farmer price to the
retail level that is dynamic in the long run with
correction in short-term price changes [5].

I1. RESULT and DISCUSSION

The retail price of red chilli in period t is formed by
the sum of mark up the price of variable constants of
0.55 (or 55%) and the spread between the price at the
farm level and at the retail level of 1.0001988 (or
100.1988%), the total mark-up 155, 1988%. The
behavior of the threshold utilize random effect
coefficient prices at the retail level and the level of
farmers. Each of these farmers and retailers enjoy
price incentives, although retailers enjoyed a greater
incentive than the price farmers.

D(Retail) = 0.550647 + 0.032288Retail(-1) -
0.125516Retail(-2) + 0.247334FarmGate(-1) -
0.215935FarmGate(-2) + 1.001988 D(SPREAD)(t-1) -
0.097162 D(SPREAD2(-2).

The behavior of the threshold (threshold) between
mark-up and mark-down in the level of producer prices
in period t-1 and t 2 is a period of farming incentives
enjoyed by farmers as a monopsonist. While the
behavior of the threshold (threshold) between mark-up
and mark-down at the wholesale level in Caringin
market for the period t-1 and t-2 period are the
incentives that the wholesaler as a monopsonist.

This means farmers as monopsonist enjoy the
incentive of the formation of the retail price of red chilli
is in the range between -0.22 when prices fall in the
previous growing season and 0.25 at the time of the
red-chilli crop price rises in the previous two cropping
seasons. The phenomenon of agricultural commodity
prices in the short term as indicated by the behavior of
the spread of price, a reference resource allocation
decisions or factors of production, namely land, labor
and fertilizer and pesticides, as well as decisions
about the intensification of production per growing
season.

Mark up price also indicates the incentives created
by the marketing system and decision of red chilli
farmers to survive in farming red chilli as well as the
ability of farmers at risk when there is a production of
pests and diseases.

If the price of retail price goes up relative to farm
gate price, indicating that products becomes relatively
scarce, technology such as improved marketing
services will be developed that can be combined with
labor, fertilizer, seeds, and pesticides to increase
productions per unit of seasons, as well as lowest cost
of production.

V. RESEARCH IMPLICATIONS

Price incentive which comes up from price spread
generates the new technology set farmers can adopt
the new least cost technology. The price spread
occurs in asymmetric way as threshold of random
effects between farm gate price and retail price,
established the incentive for farmers to seek new least
cost technology.

Farmers gets price incentives to maintain the least
cost of technology could affect the transactions costs
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both factor and product markets, creating the
possibility of differing optimal paths of technical
change and of institutional change, depending on farm
size or other factors. Transactions costs refer to the
costs of adjustment, of information, and of negotiating,
monitoring, and enforcing contracts.

Production costs arise because assets are fixed in
certain uses in the short run, because there is a lack of
perfect information, because there are differences in
the ability to use information, and because people are
willing to benefit at the expense of others [6]. In
practice, random effects of price determine technical
change in agriculture in different paths. A rise in the
price of one factor relative to others will induce
technical change that reduces the use of certain factor
relative to others.

REFERENCES

[1] Irawan Bambang, Ariningsih Endang. Vegetable
and Fruit Agribusiness: Market Opportunities,
Production Dynamics and Competitiveness
Improvement Strategies. Agribisnis Sayuran dan Buabh:
Peluang Pasar, Dinamika Produksi dan Strategi
Peningkatan Daya Saing. www.litbang-
pertanian.qo.id/BAB-III-3. Accessed (01/11/20186).

[2] [PSEKP] Pusat Studi Ekonomi Kebijakan
Pertanian, Kementerian Pertanian Rl 2013. Sayaka
Bambang, Pasaribu Sahat M, Ariningsih Ening,
Azahari Delima Hasri, Nuryanti Sri, Saubari Edi A,
Marisa Yuni. Analisis Struktur-Perilaku-Kinerja Pasar
Buah-Buahan. (ID).

[3] Mayrowani H N.K, Agustin D.K.S, Swastika M
Azis, E.M. Lokollo. 2013. Analysis of Structure-
Behavior-Performance of Vegetables with High
Economic Value. Indonesian Center for Agriculture
Socio Economic and Policy Studies. Analisis Struktur-
Perilaku-Kinerja Pemasaran Sayuran Bernilai Ekonomi
Tinggi. Pusat Sosial Ekonomi dan Kebijakan
Pertanian. (ID). Bogor

[4] Kalkuhl Mathias, Torero Maximo [Editors]. 2016.
Food Price Volatility and Its Implications for Food
Security and Policy. The Springer (CH)

[5] Tomek, William G; Robinson, Kenneth L. 1990.
Agricultural Product Prices Third Edition. (US): Cornell
University Press Ithaca & London.

[6] Norton, George W; Alwang, Jeffrey’ Masters,
William A.  2006. Economics of Agricultural
Development: World Food Systems and Resource
Use. Routledge. [UK]. London & New York

[7] Meyer, L. and Stephan von Clamon-Taubadel,
2004. Asymmetric Price Transmission: A Survey.
Department of Agricultural Economics, Gottingen.
Germany

[8] Jamora, Nelissa; von Cramon-Taubadel, S.
2016. Transaction Cost Thresholds in International
Rice Markets. Journal of Agricultural Economics, Vol.
67, No.2, 2016;292-307.

[9] Simioni, M; Gonzales, F; Guillotreau, P dan L. L
Grel. 2013. Detecting Asymmetric Price Transmission
with Consistent Threshold along the Fish Supply
Chain. Canadian Journal of Agricultural Economics
61:37-60.

[10] Tsay, Ruey S. 1989. Testing and Modeling
Threshold Autoregressive Process. Journal of the
American Statistical Association. Vol. 84, No0.405
(Mar.,1989);231-240.

[11] Wohlgenant, Michael K. 2001. Handbook of
Agricultural Economics, Volume 1, Edited by B.
Gardner and G. Rausser. Elsevier Science B.V.

www.jmest.org

JMESTN42353151

10880


http://www.jmest.org/
http://www.litbang-pertanian.go.id/BAB-III-3
http://www.litbang-pertanian.go.id/BAB-III-3

JESTEC

by Gunawan Dtm

Submission date: 31-Dec-2019 09:51AM (UTC+0700)
Submission ID: 1238821122

File name: JESTEC_Paper.docx (1.72M)

Word count: 3084

Character count: 17053



Journal of Engineering Science and Technology
Vol. XX, No. Y (Year) PPP - QQQ
© School of Engineering, Taylor's University

SOLAR IRRADIANCE FORECASTING USING KERNEL
EXTREME LEARNING MACHINE : CASE STUDY AT LAMONGAN
AND MUARA KARANG REGIONS, INDONESIA

Abstract

Nowadays, the development of runu\mlﬂ energy generation especially
photovoltaic (PV) is increasing rapidly since many countries have been triggered
to provide a new energy policy that promotes renewable energy applications
because of public awareness to degrade global warming and rising in fuel prices.
However, PV power output is inlermilte%‘ affected by weather conditions, This
paper proposes a method namely kemel extreme leamning machine (K-ELM), as
the extension of extreme leaming machine in the framework of kemel learning,
to forecast solar irradiance where it plays Key role in the planning and operation
of PV generation system to reduce procurement cost and improve the quality and
safety of PV output to supply the load. To examme the efficacy of the proposed
method, the forecasting model utihizes meteorological and solar irradiance data
collected from Lamongan and Muara Karang areas, Indonesia. The [{lBan
absolute error (MAE) cnterion 1s employed to measure the accurateness of the
proposed method. From the simulation results, the performance of the proposed
method provides better prm:tive accuracy compared to standard extreme
leaming machine (ELM), support vector machine (SVM), and least-square
support vector machine (L8-SVM).

Keywaords: Photovoltaic, ELM, SVM, LS-SVM, K-ELM.




1. Introduction

Indonesia is the largest archipelago in the world consisting of more than 17.000
islands and having a population estimated at 269.54 million in 2019. Moreover, due
to the location of Indonesia lies on the equator line, it gives many advantages where
almost all areas in this country receive direct solar light along the years. To date,
this country is also endowed with rich natural resources including water, solar light,
wind, geothermal and other nf@iral resources that can be utilized as renewable
energy (RE) sources [1]. The need and necessity of adequate energy harvesting
from natural resources for multiple goals including economic, social, and cultural
development have been revealed by most of the researchers in the global sector for
decades. Along with the merit of solar light possessed by almost all areas in
Indonesia, it had encouraged many researchers to develop an advanced RE
technology as a solution to energy problems by harvesting energy from solar light,
which is naturally replenished.

The advanced technology equipment that can harvest energy from solar light is
called photovoltaic (PV) panel, which collects solar light by utilizing solar cells as
a component of a PV panel and converts into electric power. However, the electric
power outputs of PV panels to satisfy the need of electric power load are highly
dependent on solar irradiance. Solar irradiance process is complex issues in nature
due to its magnitude is affected by the amount of various climatological and aerial
components such as temperature, relative humidity, wind speed, and others [2-3].
Moreover, measurement of solar irradiance in nature i1s an arduous issue [4] where
it was computed by manual and empirical models for decades with s@feral
boundaries including case study distinctive behaviors/patterns and diversity in the
results due to the high stochasticity is included in actual data [5-6]. In terms of solar
irradiance predictions, there are divided into three categories, that are, intra-hour
prediction, short-term prediction, and long-term prediction. The intra-hour
prediction has an hourly time horizon, while short-term prediction has a daily time
horizon, and long-term prediction can have weeks or months or even years of time
horizon. Meanwhile, researchers in the energy field are driven to construct a new
method that has high predictive accuracy to forecast the solar irradiance notably
when reducing the needs of PV panel and its cost installation economically and
efficiently are being the main objective.

The solar irradiance prediction using an intelligent approach based on artificial
intelligence (AI) model had conducted by researchers since G. Mihalakakou, et. all
had successfully proposed artificial neural network (ANN) for the first time utilized
for total solar radiation time series prediction and provided satisfactory results [7].
Moreover, the development of numerous models to predict the solar irradiance
using Al have investigated such as adaptive neuro-fuzzy inference systems
(ANFIS) [8], artificial neural network (ANN) [9], extreme leaming machines
(E [10]. long-short term memory (LSTM) [11], and fuzzy method [12].

1s paper proposes kemel extreme learning machine (K-ELM). as the
extension of standard ELM based on the use of kernel function, to predict the solar
irradiance in Lamongan and Muara Karang areas, Indonesia. The meteorological
and solar irradiance datasets were collected from those areas due to both areas are
a coastal area that has high solar irradiance over the vears. Th diction leaming
algorithm proposed in this study is compared to standard ELM, SVM, and LS-SVM
where the performance of those methods is measured by mean absolute error
(MAE) obtained on training and testing processes.
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2. Kernel Extreme Learning Machine (K-ELM)

Extreme leaming machine (ELM) is a new kind of machine learning algorithm
(MLA) introduced by G.B. Huang, et. 2006 [13]. The structural model of the
ELM learning algorithm is based on a feed-forward artificial neural network with
a single hidden layer known as a single hidden layer feed-forward neural network
(SLFN) and has the exceptional speed for mapping the correlation between input
and output data.

The learning technique of ELM is employed to tackle the drawback of
traditional neural network (NN) in terms of leaming speed due to leaming
algorithms in conventional neural network minimize empirical risks by minimizing
training error to fit non-linear function based on input and output datasets.
Moreover, a conventional neural network commonly requires longer learning time
since its network parameter is determined by iteratively and more training samples
included to obtain predictive output accurately.

The learning time of ELM is faster than the standard neural network due to there
is no iteration required in ELM. However, ELM has a weakness, that is, the hidden
neurons of ELM calculated by the trial-and-error method (TEM) and the hidden
layer needs more neurons due to the weighting parameter of ELM is selected
randomly. The employment of kernel function in ELM is mapping the data from
the hidden input layer into higher dimensional feature subspaces. where the non-
linear pattern becomes linear and avoids computationally intensive operations.
Furthermore, this leaming algorithm becomes more flexible and stable due to it
does notneed rangmmly chosen nodes parameters of both hidden and input layers.

Given N data samples {(x,.,r,)qu. eR'teR"i=1K ,N} . the mathematical
model of ELM output is defined as follows,

A

Y=Y Bh(x) )
i=1

where fi= [ﬁl LKL ,8”] is the output weights between the hidden layer of M

neuron and output neuron. A(x) = [h] ()., (x) K _h, ;(x)] is the output of hidden

lay@regarding to input x. The objective of ELM learning algorithm is minimizing
the training error and the output weight at the same time as defined in (2).

Min :||H B -T].|A] @

The Karush-Kuhn-[Elcker (KKT) optimality condition is employed to solve the
problem of (2), which can be written as follows.

-1
E:Hr[%+HHTJ b 3)

where /1, C, T are hidden layer output, regularization coefficient, and predicted
output, respectively.

After the formulation of /3 (3) is obtained and substituted to (1). We can obtain
the output of ELM as defined in Equation (4).

-1
y(x)y=h(x)H" (%+HHT') T )
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Kemel m@od based on Mercer’s condition was suggested by G.B. Huang [14]
to overcome if the feature mapping A(x) is unknown. The kemel formulation can
be written as fo]]a-‘s.

O=HH" :m; = h(x)h(x,) = Q(x,.x,) 5)
The output function y(x) of kernel extreme learning machine (K-ELLM) can be
defined as follows,

y(x) =[Q(x.x).K .sz(x.xu))](% +O) T ©)

where O= HH" and €)(x, y)is the kernel function of hidden neurons of SLFN.
Equation (6) is similar to the support vector machine (SVM) model but prd@des
a closed-form expression for the kernel coefficients. In this work, we use radial
basis function (RBF) as kemel to examine the performance of the ELM leaming
algorithm as defined in Equation (7).

Q(x.) =exp[”x_y” J Q)

20°

where o is kernel parameter.

The performance of K-ELM depends on regularization coefficient C and Efnel
parameter o ., where these parameters must be selected properly. The K-ELM
learnirfEalgorithm is more stable compared to standard ELM and it is faster than
SVM. The network structure of K-ELM algorithm is illustrated in Fig. 1.

TN Qfxx)

. L
N L

\__/

Fig. 1. Network structure of K-ELM algorithm.
The Implementation of Proposed Method

The K-ELM model is depicted in Fig. 2, which the features chosen as input data of
K-ELM consist of temperature (C), wind speed (m/s), and humidity (%). While the
output data of K-ELM as predicted data is solar irradiance (kWh/m?/day). The
procedures in designing solar irradiance forecasting model are classified into two
parts, that are, training process and testing phase.
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Fig, 2. Proposed K-ELM scheme.

First, the procedures to conducting the training phase on solar irradiance
forecasting using K-ELM method can be described as follow:

1) Collect the dataset composed by wind speed. temperature, humidity, and
solar irffliance.

2) Utilize wind speed, temperature, and humidity datasets as data input of K-
ELM. While solar irradiance is used as the predicted data of K-ELM.

3) The training dataset is normalized to produce the value range [-1,1], where
the mathematical model is shown in Equation (8).

Xn= Z(X}z— z‘}:_miu) / (‘Yp.ma,r —-Yp_min) -1 (8)

where, X, is the normalized data, .Y}, is the original data, Xp mav, Xp max are the
minimum and maximum values of datasets, respectively.

4) Transform the input data of K-ELM into high dimensional features using
RBF kemel using Equation (7).

5) Determine the K-ELM parameters consisting of regularization coefficient C'
and kernel parameter o .

6) Conduct the training process through Equations (1)-(6) to obtain the
forecasted result of K-ELM using Equation (6).

7) The output data generated from ELM trainning process is denormalized
using formula defined as follow,

Xo= 0,5(.Yu * 1) X (.‘:o,um.r = -“}.mﬁn) #* .‘};.wi’u

where, Xy is the data value after denormalization process, Xy, Xpmars Xpmax
are the output data, minimum and maximum values of datasets before
denormalization phase, respectively.

8) Compute the accurateness of predicted result. Statistical indicator namely
mean absolute error (MAE) is employed for measuring the performance of
proposed method as provided by

N
S 13-l
MAE = == 10$)

where N is number of datasets, j/,. is prediction result, and ), is real data

record.
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Second, the parameters of K-ELM that obtained from training phase is utilized
for testing process. The procedures of testifffphase are described as follow:
1. Prepare the datasets for testing phase including wind speed, temperature, and
hunffity, and solar irradiance.
2. Use wind speed, temperature, and humidity datasets as data input of K-ELM.
While solar irradiance is used as the forecasted data of K-ELM.
3. Set the regularisation coefficient C and kemel parameter o of K-ELM that
obtained from training process.
4. Normalize the data input using Equation (8).
5. Transform the data input of K-ELM to high-dimensional feature using kernel
function in Equation (7).
6. Compute the output result using Equation (6).
The output result is denormalized using Equation (9).
8. Compute the degree of accuracy for K-ELM output using Equation (10).

=

4. Results and Discussion

4.1. Forecasting data model and statistics for evaluation

To develop the proposed forecasting method, we utilize the real meteorological and
solar irradiance datasets from Lamongan and Muara Karang areas, Indonesia,
which downloaded from the website of NASA prediction of worldwide energy
resource [15]. The real datasets measurements were recorded from January 1%,
2013 to April 30", 2019 (5 years 4 months). All simulations were carried out using
AMD Ryzen 7 with 3.20 GHz, 16 GB of RAM Memory. The proposed prediction
method is implemented using MATLAB software [16]. In this work, we divide the
dataset model into two parts for training set and testing set. The meteorological and
solar irradiance datasets aforementioned in section 3 are employed for training and
testing processes. The datasets included for training process were recorded from
January 1%, 2013 to December 31", 2018 (2191 days). While the meteorological
and solar irradiance data collected from January 1%, 2019 to April 30™, 2019 (120
days) were included as testing datasets. The pattems of meteorogical and solar
irradiance datasets of Lamongan and Muara Karang regions for 5 years 4 months
are shown in Fig. 3, where their maximum and minimum values are listed in Tables
1-2. The level of wind speed, temperature, humidity, and solar irradiance in
Lamongan is higher than Muara Karang,

Table 1. Maximum and minimum values of datasets in Lamongan.

Wind Temperature  Humidity Solar Irradiance
speed (m/s) (C) (%) (KWh/m?/day)
max 7.12 31.19 95.32 747
min 043 22.69 43.64 0.58
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Fig. 3. Meteorological and solar irradiance datasets.

Table 2. Maximum and minimum values of datasets in Muara Karang.

Wind Speed Temperatare Humidity Solar Irradiance

(m/s) (©) (%) (kWh/m*~2/day)
max 6.86 28.88 93.44 7.46
min 0.52 24.03 63.58 0.81
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4.2, Simulation Results and discussions

Four prediction models based on machine leamning including support vector
machine (SVM), least-square support vector machine (LS-SVM), extreme leamning
machine (ELM), and proposed method called kemel extreme learning machine (K-
ELM) are applied to the sample datasets to compare their performances in term of
MAE and speed of computation process. The parameters of four prediction models
are illustrated in Table 3.

Table 3. Parameters of SVM, LS-SVM, ELM, and K-ELM.

SVM LS-SVM ELM K-ELM
C =0.0009 C =0.0009 Hidden Neuron = 50 Cc=10
c=15 =15 o =50

We use radial basis function (RBF) as activation function for ELM leaming
algorithm, while kernel type employed for SVM, LS-SVM, and KELM are radial
basis function (RBF). The real record of solar irradiance dataset and the training
results of four prediction models are provided in Fig. 4. The highest error in training
process as depicted in Fig. 5 is produced by K-ELM method. While the lowest error
and average error values are yielded by LS-SVM approach. This condition occurs
due to the meteorological and solar irradiance variations in Lamongan and Muara
Karang areas have non-linear characteristics and greatly affect the forecasting
process.
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Fig. 4. Training process results,

The main objective of training process is to obtain the parameter of proposed
method, then, its paramater is utilized for testing phase to examine the effectiveness
of the proposed method. The testing results of forecaster model are depicted in Fig.
6. The predictive accuracy criterion of prediction model for testing phase is shown
in Fig. 7 where the proposed method is better than SVM, LS-SVM, and ELM due
to it has the lowest MAE where the MAE value 1s 0.6669 and 0.791 for Lamongan
and Muara Karang, respectively.
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Fig. 5. Maximum, minimum, and average values of error.

The computation time process of four prediction models for training and testing
phad¥§ is described in Fig. 8. The proposed method is faster than SVM, LS-SVM,
and ELM as shown in Fig. 8, where the computational burden time of proposed
method i1s 0.0055 and 0.0057seconds during testing process for Lamongan and
Muara Karang, respectively. In this work, the feature selection plays key role for
solar irradiation forec 2. When the features selections are unrelated to the
predicted response, the #derstanding of the relationship between the features are
disturbed and encourages |§Je-term observation of the selection of features in the
future. Simulation results have shown that the selection of features with little
correlation will lead to a significant decrease in prediction accuracy. For example,
learning algorithm model employed in this work, which has a good predicted result
for training phase, produces unsatisfactory forecasted result in testing process.
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Fig. 6. Testing phase results.
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Fig. 7. MAE values.
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5. Conclusions

In this research work, K-ELM has been proposed to predict the solar irradiance in
Lamongan and Muara Karang Areas, Indonesia. As shown from the simulation
results, the proposed approach in terms of MAE value provides better predictive
accuracy compared to standard ELM, SVM, and LS-SVM for testing phase. In
viewpoint of speed of leaming algorithm, t]aproposed algorithm is faster than
other learning algorithms tested in this paper. The proposed algorithm can achieve
better generalization performance and has more stable ability than ELM, SVM, and
LS-SVM algorithms in term of leaming speed. Since the present proposed leaming
algorithm is not optimized, the application of meta-heuristic approach to improve
the performance of leaming algorithm is necessary in the futures.
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