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Abstract 

Nowadays, many countries focus on developing clean energy such as 

photovoltaic (PV) as public awareness to degrade global warming has increased. 

However, PV power output is intermittently affected by weather conditions. 

Therefore, an advanced method is required to predict solar irradiance to obtain 

the precise PV output. This paper proposed a method called kernel extreme 

learning machine (K-ELM) used to forecast solar irradiance. Solar irradiance is 

very important in planning and operating of PV generation system to reduce 

procurement costs and improve the quality and safety of PV output to supply the 

load. The meteorological and solar irradiance data utilized for the K-ELM model 

were taken from the Lamongan and Muara Karang areas, Indonesia. The mean 

absolute error (MAE) criterion was employed to measure the accuracy of the 

proposed method. From the simulation results, the proposed K-ELM gained the 

best performance with 0.6669, and 0.791 for MAE in the Lamongan and Muara 

Karang regions, respectively. The ELM attained the second-best results for MAE 

with 0.807 and 0.8001. The LS-SVM obtained the third results for MAE with 

1.2492 and 1.4315. The performance of SVM is the least with 4.9829 and 4.6398 

for MAE in the Lamongan area and Muara Karang region, respectively. 

Keywords: ELM, K-ELM, Photovoltaic, LS-SVM, SVM. 
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1.  Introduction 

Indonesia is the largest archipelago in the world that consists of 17.000 islands. 

Moreover, Indonesia has a population estimated at 269.54 million in 2019. Since 

Indonesia lies on the equator line, it has many advantages where almost all areas in 

this country receive direct solar light over the years. To date, this country is also 

endowed with rich natural resources included water, solar light, wind, geothermal, 

and other natural resources that are utilized as renewable energy (RE) sources [1]. 

The need and necessity of adequate energy harvested from natural resources for 

multiple goals have been revealed by most of the researchers in the global sector 

for decades. The blessing of solar light possessed by almost all areas in Indonesia 

had encouraged many researchers to develop an advanced RE technology as a 

solution to energy problems by harvesting energy from solar light, which is 

naturally replenished.  

The advanced technology equipment that can harvest energy from solar light is 

called a photovoltaic (PV) panel, which collects solar light by utilizing solar cells 

as components of a PV panel and converting it into electric power. However, the 

power output of PV panels is highly dependent on solar irradiance. The solar 

irradiance process is a complex issue in nature because its magnitude is affected by 

the amount of various climatological and aerial components such as temperature, 

relative humidity, wind speed, and others [2, 3]. Moreover, the measurement of 

solar irradiance in nature is an arduous issue [4]. For decades, the empirical model 

was computed manually with several boundaries, including a case study of 

distinctive behaviours/patterns and diversity in the results, since the high 

stochasticity is included in actual data [5, 6]. The solar irradiance predictions are 

classified into three categories, which are; intra-hour prediction, short-term 

prediction, and long-term prediction. The intra-hour prediction has an hourly time 

horizon, while short-term prediction has a daily time horizon. The long-term 

prediction may have weeks or months or even years of time horizon. In a meantime, 

researchers in the energy sector are driven to construct a new method to forecast 

solar irradiance with high accuracy. The objective is to reduce the need for PV 

panels and the cost of installation economically and efficiently. 

Since G. Mihalakakou has successfully proposed a neural network (NN) in order 

to forecast the solar irradiance [7], the prediction of solar irradiance based on an 

intelligent approach has gained the attention of many researchers in renewable energy 

fields. Numerous models to predict the solar irradiance using AI have been 

developed, such as adaptive neuro-fuzzy inference systems (ANFIS) [8], artificial 

neural network (ANN) [9], extreme learning machines (ELM) [10], long-short term 

memory (LSTM) [11], ANN-based corrective algorithm [12],  hybrid evolutionary 

neural networks [13], hybrid artificial neural network and principal component 

analysis [14], convolutional long short-term memory [15], and deep neural networks 

[16]. In most cases, these approaches are very good for prediction, but some are more 

subjective in selecting parameters. In addition, these learning methods require an 

iterative process for their learning phase, so they are generally slow.  

This paper proposes a kernel extreme learning machine (K-ELM) to forecast solar 

irradiance. The proposed method has some advantages in terms of fast learning speed 

and good generalization performance. Also, it has been applied in many fields such 

as condition monitoring [17], automatic heartbeat classification [18], prediction of 

COVID-19-pneumonia [19], prediction of heavy metals removal by biochar [20], 
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fault diagnosis of aircraft engine [21], fault diagnosis of high-voltage circuit breakers 

[22], node localization in wireless sensor networks [23], and wind power prediction 

[24]. In this paper, the meteorological and solar irradiance datasets were collected 

from Lamongan and Muara Karang areas because both areas are coastal areas that 

have high solar irradiance over the years. The learning algorithm proposed in this 

study is compared to standard ELM, SVM, and LS-SVM. 

2.  Kernel Extreme Learning Machine  

An ELM is a new kind of machine learning algorithm (MLA) [25]. The ELM model 

utilizes a feed-forward neural network with a single hidden layer. The input and 

output data are mapped quickly by this learning algorithm [26].  

The ELM approach is employed to tackle the drawback of traditional neural 

networks (NN) [27] in terms of learning speed. A conventional NN requires a 

longer learning time since its network parameter is determined iteratively and more 

training samples must be included to obtain predictive output accurately [28].  

The learning time of ELM is faster than the standard neural network because 

there is no iteration required in ELM. However, ELM has a weakness; that is trial-

and-error method employed to calculate neuron in the hidden layer of ELM. 

Furthermore, the hidden layer in the ELM method needs more neurons to provide 

better prediction results. Hence, the weighting parameter of ELM is selected 

randomly. The data from input layer to hidden layer of ELM is converted using the 

kernel function into higher dimensional feature subspaces. This method aims to 

transform a non-linear to a linear pattern. Additionally, it is utilized to reduce 

computational time for its learning process. 

Given N data samples {(𝑥𝑖 , 𝑡𝑖)|𝑥𝑖 ∈ 𝑅𝑛 , 𝑡𝑖 ∈ 𝑅𝑚, 𝑖 = 1, … , 𝑁}, the mathematical 

model of ELM output with M hidden neurons is formulated using Eq. (1) [21], 

1

( ) ( ) ( )
M

M i i

i

y x h x h x 
=

= =                   (1) 

The objective of ELM learning algorithm is to minimize the training error and 

the output weight at the same time as defined in Eq. (2) [24]. 

Minimize: , .H T −                                (2) 

The problem of Eq. (2) could be solved by using the Karush-Kuhn-Tucker 

optimality condition as defined in Eq. (3) [29]. 
1

1T TH HH T
C



−

 
= + 

 
                                                                       (3) 

The output of ELM in Eq. (4) is obtained by solving the formulation of   in 

Eq. (3) and substituted to Eq. (1) [29].  
1

1
( ) ( ) T Ty x h x H HH T

C

−

 
= + 

 
                (4) 

The Mercer’s condition utilized as kernel method which is defined in Eq. (5) is 

employed to overcome the unknown of feature mapping h(x) [20]. 

: ( ) ( ) ( , )T

ij i j i jO HH m h x h x x x= = =                 (5) 

Thus, the output function y(x) of K-ELM is represented in Eq. (6) [19]. 
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Many kernel functions satisfying the Mercer condition are available from the 

existing literature, such as the linear kernel, radial basis function kernel, polynomial 

kernel, Gaussian kernel, and exponential kernel. In this research work, a radial basis 

function (RBF) based kernel as defined in Eq. (7) is employed to test the 

performance of the proposed method [18]. 

2

2
( , ) exp

2

x y
x y



 −
  =
 
 

                                 (7) 

The K-ELM parameters (C and  ) have a great effect on the performance of 

the proposed algorithm. Therefore, these parameters should be properly chosen. 

The proposed learning algorithm proves to be more stable than conventional ELM 

and faster in process computing compared to SVM [30, 31]. The network scheme 

of K-ELM approach is depicted in Fig. 1. 

( )1,x x

( )2,x x

( )3,x x

( ), Mx x

1x

2x

Mx

( )y x

 

Fig. 1. Network scheme of K-ELM method. 

3.  The Implementation of The Proposed Method 

The features selected as input data of K-ELM as shown in Fig. 2 consist of 

temperature (C), wind speed (m/s), and humidity (%). As the predicted data or the 

output of K-ELM, solar irradiance (kWh/m2/day) data is utilized. The procedures 

for the solar irradiance forecasting model are classified into the training process 

and the testing phase. 

 

Fig. 2. Proposed K-ELM scheme. 
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The procedures for the training phase of the K-ELM method can be described 

as follow: 

i. Collect the data of wind speed, temperature, humidity, and solar irradiance.  

ii. Utilize wind speed, temperature, and humidity as input data for K-ELM. The 

output data of K-ELM is the predicted solar irradiance. 

iii. Normalize the real record value of input and output data of K-ELM to [-1,1]. 

The normalization of the datasets of wind speed, temperature, humidity, and 

solar irradiance is conducted because their real data records have a large value 

difference. The maximum and minimum values of wind speed, temperature, 

humidity, and solar irradiance are depicted in Table 1. The patterns of wind 

speed, temperature, humidity, and solar irradiance are shown in Figs. 3(a)-(b). 

The mathematical model for data normalization is described in Eq. (8). 

Xn = 2(Xp-Xp-min) / (Xp-max-Xp-min)-1                                           (8) 

The minimum and maximum values (Xp-min and Xp-max) of wind speed, 

temperature, humidity, and solar irradiance are illustrated in Table 1. 

iv. Convert the input data of K-ELM using RBF kernel in Eq. (7) into high 

dimensional features. 

2

2
( , ) exp

2

x y
x y



 −
  =
 
 

  

The kernel function is utilized to substitute the hidden neuron in the 

conventional ELM. RBF kernel is the most generalized form of kernelization 

and one of the most widely used kernels due to its similarity to the gaussian 

distribution. 

v. Set the parameters of K-ELM (i.e. C and  ). 

vi. Simulate the training stage using Eqs. (2)-(5) to produce the forecasted data 

of K-ELM in Eq. (6). 

vii. Denormalize the predicted result or output data of K-ELM to their exact 

values using Eq. (9). In this stage, the predicted result in the range of value [-

1, 1] is transformed into their exact value. 

Xd = 0.5(Xp + 1) x (Xp,max-Xp,min) + Xp,min                  (9) 

viii. Compute the accuracy of the predicted result. Statistical indicator namely 

mean absolute error (MAE) as depicted in Eq. (10) is employed for measuring 

the performance of the proposed method. 

1

N

i ii
y y

MAE
N

=
−

=


)

                               (10) 

ix. If the MAE value is minimum, save the K-ELM parameters (i.e. C and σ) 

obtained from the training stage for the next step (testing process) and print 

out the predicted data of solar irradiance. Otherwise, go to step 5 until the 

minimum of MAE is obtained.  

After the training phase has been conducted, the next procedure is the testing 

phase for the K-ELM approach to obtain the predicted value of solar irradiances. 

The workflow of the testing stage is described as follows:  
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i. Prepare the data for the testing phase (i.e. wind speed, temperature, humidity, 

and solar irradiance).  

ii. Use wind speed, temperature, and humidity as input data of K-ELM. Solar 

irradiance is employed as the forecasted data of K-ELM. 

iii. Utilize the K-ELM parameters (i.e. C and  ) obtained from the training stage. 

iv. Normalize the input and output data of K-ELM to [-1,1] using Eq. (8). 

v. Convert the input data of K-ELM using RBF kernel function Eq. (7) into high-

dimensional features. 

vi. Compute the predicted data of K-ELM using Eq. (6). 

vii. Denormalize the predicted data of K-ELM from [-1, 1] to their exact value 

using Eq. (9). 

viii. Compute the degree of accuracy for K-ELM output based on MAE using Eq. (10). 

ix. Print out the predicted solar irradiance. 

4.  Results and Discussion 

4.1. Forecasting data model and statistics for evaluation 

To develop the proposed forecasting method, we utilized the real meteorological 

and solar irradiance data from Lamongan and Muara Karang areas, Indonesia, 

which were downloaded from the website of NASA prediction of worldwide 

energy resource [32]. The real data measurements were recorded from January 

1st, 2013, to April 30th, 2019 (5 years and 4 months). The simulation process of 

this research work is conducted by AMD Ryzen 7 with 3.20 GHz. The proposed 

prediction method was written using MATLAB 2014a software [33]. In this 

research work, the dataset model was classified into the training and testing 

datasets. The meteorological and solar irradiance data aforementioned in section 

3 were employed for training and testing phases. The datasets from January 1st, 

2013, to December 31st, 2018 (2191 days) were included for the training process. 

The meteorological and solar irradiance data collected from January 1 st, 2019,                 

to April 30th, 2019 (120 days) were included as testing datasets. The patterns                

of meteorological and solar irradiance datasets of Lamongan and Muara                

Karang regions for 5 years and 4 months are shown in Fig. 3, while their 

maximum and minimum values are listed in Tables 1 and 2. The level of wind 

speed, temperature, humidity, and solar irradiance in Lamongan is higher than in 

Muara Karang. 

Table 1. Maximum and minimum values of datasets in Lamongan. 

 

Wind 

speed (m/s) 

Temperature 

(C) 

Humidity 

(%) 

Solar Irradiance 

(kWh/m2/day) 

max 7.12 31.19 95.32 7.47 

min 0.43 22.69 43.64 0.58 
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(a) Lamongan. 

 

(b) Muara Karang. 

Fig. 3. Meteorological and solar irradiance datasets. 

Table 2. Maximum and minimum values of datasets in Muara Karang. 

 

Wind Speed 

(m/s) 

Temperature 

(C) 

Humidity 

(%) 

Solar Irradiance 

(kWh/m^2/day) 

max 6.86 28.88 93.44 7.46 

min 0.52 24.03 63.58 0.81 
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4.2.  Simulation results and discussions 

Four prediction models based on machine learning, namely support vector 

machine (SVM) [34], least-square support vector machine (LS-SVM) [35], 

extreme learning machine (ELM) [36], and the proposed method called kernel 

extreme learning machine (K-ELM), were applied to the sample datasets. The 

comparisons of their performances in terms of MAE and speed of computation 

process are described in this section. The parameters of the four prediction 

models are provided in Table 3. 

Table 3. Parameters of SVM, LS-SVM, ELM, and K-ELM. 

SVM LS-SVM ELM K-ELM 

C = 0.0009 C = 0.0009 Hidden Neuron = 50 C = 10 
 = 15  = 15   = 50 

The ELM learning algorithm utilized the RBF as the activation function, 

whereas SVM, LS-SVM, and K-ELM used the RBF as the kernel function. The 

real data record for solar irradiance data and the training process results are 

provided in Fig. 4. The highest errors in the training process produced by the K-

ELM method were 3.97% and 4.12% for Lamongan and Muara Karang Areas 

respectively, as depicted in Fig. 5. The second-highest errors were obtained by 

ELM with 3.67% and 3.85%. The third-highest errors were obtained by LS-SVM 

with 1.44% and 0.29%. The lowest error values were obtained by the SVM 

approach with 0.47% and 0.13 for Lamongan and Muara Karang regions, 

respectively. These conditions occurred because the meteorological and solar 

irradiance variations in Lamongan and Muara Karang areas have non-linear 

characteristics and greatly affect the forecasting process.  

The main objective of the training phase is to acquire the parameters of the 

proposed algorithm; thus, its parameter was utilized for the testing phase to test the 

efficacy of proposed method. The testing results of the forecaster model are 

depicted in Fig. 6. As shown in Fig. 7, the predictive accuracy criterion of the 

prediction scheme of the proposed method for the testing phase is better than those 

of ELM, LS-SVM, and SVM. The lowest MAE of Lamongan and Muara Karang 

areas is attained by proposed K-ELM with 0.6669, and 0.791, respectively. It is 

followed by ELM with 0.807 and 0.8001. The LS-SVM has MAE value of 1.2492 

and 1.4315. The poorest result was found in SVM with 4.9829 and 4.6398 of MAE 

in Lamongan area and Muara Karang region, respectively. 

Regarding the CPU time as described in Fig. 8(a)-(b) for the training phase, 

the proposed method has the best CPU time performance with 0.21 and 0.21 

seconds for Lamongan and Muara Karang datasets, respectively. The second-best 

CPU time performance was obtained by ELM with 0.81 and 0.23 seconds. The 

third-best CPU time performance was attained by LS-SVM with 6.23 and 8.05 

seconds. The poorest CPU time performance was obtained SVM with 18.17 and 

20.56 seconds. The appropriately chosen data inputs of the learning algorithm 

play a key role in solar irradiation forecasting. When the feature selections are 

unrelated to the predicted response, the understanding of the relationship between 

them is disturbed and encourages long-term observation for the selection of 

features in the future. Simulation results have shown that the selection of features 

with little correlation will lead to a significant decrease in prediction accuracy. 
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For example, the learning algorithm model employed in this work has a good, 

predicted result for the training phase but produced an unsatisfactory forecasted 

result in the testing process. 

 

(a) Lamongan. 

 

(b) Muara Karang. 

Fig. 4. Training process results.  
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(a) Lamongan. 

 

(b) Muara Karang. 

Fig. 5. Maximum, minimum, and average values of error for training phase. 
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(b) Muara Karang. 

Fig. 6. Testing phase results. 
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(b) Muara Karang. 

Fig. 7. MAE values. 

 

(a) Lamongan. 

 

(b) Muara Karang. 

Fig. 8. CPU times. 
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5.  Conclusions 

A new learning algorithm called K-ELM has been proposed to predict the solar 

irradiance in Lamongan and Muara Karang Areas, Indonesia in this paper. The 

simulation results show that  the proposed approach has the lowest MAE value 

compared to those of the standard ELM, SVM, and LS-SVM for the testing phase. 

In terms of the learning speed, the proposed algorithm has the best performance 

compared to the other learning algorithms examined in this paper. The proposed 

algorithm achieves a more stable ability and better generalization performance than 

ELM, SVM, and LS-SVM algorithms in terms of learning speed. For the further 

study in the future, the application of a meta-heuristic approach to improving the 

performance of the learning algorithm might be necessary since the parameters of 

the present proposed learning algorithm are not optimized.  
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Nomenclatures 
𝛽 = [𝛽1, 𝛽2, … , 𝛽𝑀] The output weights of the M neuron between an 

output neuron and a hidden layer 

ℎ(𝑥) =
[ℎ1(𝑥), ℎ2(𝑥), … , ℎ𝑀(𝑥)]  

The hidden layer output regarding to input x 

T Predicted output 

C Regularization coefficient 

H Hidden layer output 

O= HHT and Ω(𝑥, 𝑦) Kernel function of hidden neurons of ELM. 
  Kernel parameter 

Xn The normalized data 

Xp The original data 

Xp-min The minimum values of datasets 

Xp-max The maximum values of datasets 

X The data of wind speed, temperature, humidity, and 

solar irradiance. 

Xd  The denormalized data 

N The number of data 

iy
)

 The predicted data of K-ELM 

iy  The real data record 
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